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Abstract We propose to utilize a formal verification algorithm to reduce the fitness evaluation time for evolutionary post-synthesis optimization in evolvable hardware. The proposed method assumes that a fully functional digital circuit is available. A post-synthesis optimization is then conducted using Cartesian Genetic Programming (CGP) which utilizes a satisfiability problem solver to decide whether a candidate solution is functionally correct or not. It is demonstrated that the method can optimize digital circuits of tens of inputs and thousands of gates. Furthermore, the number of gates was reduced for the LGSynth93 benchmark circuits by 37.8% on average with respect to results of the conventional SIS tool.
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1 Introduction

In the evolvable hardware field, evolutionary algorithms (and other bio-inspired algorithms) are applied either for automated hardware design or dynamic hardware adaptation or repair [53, 20, 16, 54, 39, 30]. According to Gordon and Bentley, the field of evolvable hardware originates from the intersection of computer science, electronic engineering and biology and typically includes aspects of hardware design and optimization techniques, particularly logic synthesis, technology mapping, placing and routing [14].

In this article we will only deal with evolvable hardware as a method for automated design, i.e. with a scenario in which the evolutionary algorithm is used only
in design and optimization phase of a product. In this context, evolvable hardware potentially offers promising solutions to logic synthesis and optimization where new problems have recently been identified. It was shown that commonly used logic synthesis algorithms are not capable of efficient synthesis and optimization for some circuit classes, especially for large circuits and circuits containing hard-to-synthesize substructures [5,10]. In some cases the size of synthesized circuits is of orders of magnitude greater than the optimum.

The scalability problem has been identified as one of the most difficult problems the researchers are faced with in the evolvable hardware field. The scalability problem means such situation in which the evolutionary algorithm is able to provide a solution to a small problem instance; however, only unsatisfactory solutions can be generated for larger problem instances. Although various methods have been proposed to eliminate the scalability problem (see Section 2), only a partial success has been achieved in some domains.

We will consider a subarea of the scalability problem – the scalability of evaluation, in the context of optimization problems. We will show that it can reasonably be eliminated in a task of gate-level post-synthesis optimization of complex combinational circuits consisting of thousands of gates and having tens of inputs and outputs. The method assumes that a fully functional circuit is available in a standard netlist format which can be obtained using a conventional synthesis algorithm. The main goal is to reduce the number of gates.

We propose to use modern formal verification methods that have been overlooked by the evolvable hardware community so far. The proposed method utilizes equivalence checking algorithms (those used by conventional synthesis algorithms) that allow a significant acceleration of the fitness evaluation procedure. Particularly, the method is based on a post-synthesis optimization of combinational circuit conducted using Cartesian genetic programming (CGP) [34] which evaluates candidate solutions using the satisfiability (SAT) solver [9]. The technique relies on functional correctness of an initial solution (a seed for CGP). Note that not all applications of evolvable hardware fall into this category because such a seed is not generally available. We have also introduced some techniques that explore the CGP representation and operators to reduce the number of clauses for the SAT solver and thus further shorten the evaluation time.

Optimized circuits are compared with the most compact circuits that we obtained from iterative application of decomposition and re-synthesis process which is conducted by conventional synthesis tools such as ABC and SIS.

The plan for this article is as follows. Section 2 introduces the concept of evolvable hardware and surveys the scalability problems. In Section 3, the proposed method is explained. The key contribution of this article, the construction of the fitness function on the basis of formal verification techniques is introduced in Section 4. The experimental evaluation of the proposed method represents the content of Section 5. Some practical aspects of the method are discussed in Section 6. Section 7 gives our conclusions from the experimental evaluation and also some suggestions for further work.
2 Evolvable Hardware and Its Scalability

2.1 Motivation for Circuit Evolution

Figure 1 explains the concept of evolvable hardware: Electronic circuits that are encoded as finite strings of symbols are constructed and optimized by the evolutionary algorithm to obtain a circuit implementation satisfying a specification given by designer. Since the introduction of evolvable hardware at the beginning of nineties [21, 11], the main motivation for circuit evolution can be seen in the fact that evolutionary approach can lead to fully functional designs without being instructed how to construct them. Hence one of the goals is to evolve as complex circuit as possible with a minimum computational effort and domain knowledge supplied [51, 43, 41]. A typical application could be a reactive robot controller which is evolved in a sufficiently large reconfigurable device where there is no need to optimize the number of gates and delay [27].

![Diagram of evolvable hardware](image_url)

**Fig. 1** The principle of evolvable hardware

In many applications a perfect circuit response must be obtained for all requested assignments to the inputs. The fitness function is usually constructed in such a way that all requested assignments are applied to the inputs of a candidate circuit and the fitness value is defined as the number of bits that the candidate circuit computes correctly. When target functionality is obtained additional criteria can be optimized. Evolution of arithmetic circuits is a typical example of that class [49, 32]. To give examples where partially imperfect solutions are acceptable we can mention evolution of image filters, classifiers or predictors [19, 38, 12]. In addition to functionality, another goal can be to obtain a solution which exhibits a better quality in some aspects with respect to existing designs of the same category. For example, a solution would occupy a smaller area on a chip, compute faster, provide a better precision, reduce the energy consumption, increase the reliability etc.
2.2 Scalability of Fitness Evaluation

In case of combinational circuit evolution, the evaluation time of a candidate circuit grows exponentially with the increasing number of inputs (assuming that all possible input combinations are tested in the fitness function). This fitness calculation method is currently applicable for circuits with up to 10-20 inputs (depending on a particular target function) [43, 51, 37, 49, 41]. In order to reduce the time of evaluation, various techniques can be adopted:

– Only a subset of all possible input vectors is utilized. That is typical for synthesis of filters, classifiers or robot controllers. Unfortunately, the approach is not applicable for synthesis of arithmetic circuits as it does not ensure that correct responses will be obtained for those input combinations which were not used during evolution [23].

– In some cases it is sufficient to evaluate only some structural properties (not the functionality!) of candidate circuits which can be done with a reasonable time overhead. For example, because testability of a candidate circuit can be calculated in the quadratic time complexity, very large benchmark circuits with predefined testability properties (more than 1 million gates) were evolved [36].

– In case that a target system is linear, it is possible to perfectly evaluate a candidate circuit using a single input vector independently of the circuit complexity. Multiple-constant multipliers composed of adders, subtrators and shifters were evolved for a 16-bit input and tens of 16-bit outputs [48].

An obvious conclusion is that the evaluation time becomes the main bottleneck of the evolutionary approach when complex digital circuits with many inputs are evolved or optimized.

2.3 Scalability of Representation

From the viewpoint of the scalability of representation, the problem is that long chromosomes which are usually required to represent complex solutions imply large search spaces that are typically difficult to search. In order to evolve large designs and simultaneously keep the size of chromosome small, various techniques have been proposed, including functional-level evolution [35, 39], incremental evolution [44, 45, 43], modularization [51, 26] and their combinations [41, 12]. Despite the fact that a new field of computational development has attracted a lot of attention in this area and brought some theoretical as well as practical results [18, 29, 22, 42, 15, 17, 47, 31, 55] the problem of scalability is still an open issue.

3 Proposed Method

The goal of proposed method is to minimize the number of gates in a functionally correct combinational circuit that is typically obtained using a conventional synthesis tool. The method consists of three main steps that will be described in detail in the following sections:
1. Perform the synthesis/optimization using a conventional synthesis algorithm.
2. Convert resulting circuit to the CGP representation and use it to seed the initial population of CGP.
3. Run CGP that uses a formal verification method that will be described in Section 4 to reduce the number of gates. CGP is terminated if either the maximum allowed number of generations has been exhausted or a solution that fulfills the requirements has been discovered.

3.1 Conventional Circuit Synthesis

Combinational logic functions are commonly specified by PLA files where PLA stands for programmable logic array. The PLA file is an abbreviated truth table where all inputs are specified. However, it does not list products for which all the outputs are zero or undefined combinations. A circuit can also be represented as a netlist of gates in BLIF (Berkeley Logic Interchange Format) format. BLIF lists all interconnected combinational gates (and latches in case of sequential circuits).

Since proposed method is intended for a gate-level optimization, other steps of the circuit design process such as mapping, routing, placement and subsequent technology-specific optimizations are not considered in this paper. From conventional and routinely used synthesis methods we have chosen the SIS [40] tool (version sis1.2) which provided in most cases better results than other tools such as ABC [3] (version abc70930) or Espresso [4].

Implementations of synthesis tools support various operations with circuits, for example, it is possible to convert PLA to BLIF and vice versa. Circuits specified in BLIF can also be mapped on a chosen set of gates or look-up tables. The ABC and SIS tools are deterministic. They attempt to apply various circuit decomposition and re-synthesis techniques to transform a circuit under optimization and generate optimized netlist. We have used them with recommended (standard) setting which is represented by synthesis scripts given in Table 1. In order to improve their results we applied them on their own results iteratively as suggested in [3]. That technique will be discussed in Section 5.5.

3.2 Cartesian Genetic Programming

Cartesian Genetic Programming is a widely-used method for evolution of digital circuits [34, 32]. CGP was originally defined for gate-level evolution; however, it can easily be extended for functional level evolution [38]. In its basic version, candidate circuits are directly represented in the chromosome. The following paragraphs describe how we have used CGP in the proposed method.

3.2.1 Representation

A candidate entity (circuit) is modeled as an array of $n_c$ (columns) $\times$ $n_r$ (rows) of programmable nodes (gates). The number of inputs, $n_i$, and outputs, $n_o$, is fixed. Each
Table 1 Synthesis scripts for the SIS and ABC method

<table>
<thead>
<tr>
<th>SIS</th>
<th>ABC</th>
</tr>
</thead>
<tbody>
<tr>
<td>read PLA file</td>
<td>read PLA file</td>
</tr>
<tr>
<td>script_rugged</td>
<td>script_choice</td>
</tr>
<tr>
<td>map</td>
<td>map</td>
</tr>
<tr>
<td><strong>script_rugged:</strong></td>
<td><strong>script_choice:</strong></td>
</tr>
<tr>
<td>sweep; eliminate -1</td>
<td>fraig_store;</td>
</tr>
<tr>
<td>simplify -m nocomp</td>
<td>resyn; fraig_store;</td>
</tr>
<tr>
<td>eliminate -1</td>
<td>resyn2; fraig_store;</td>
</tr>
<tr>
<td>simplify -m nocomp</td>
<td>share; fraig_store;</td>
</tr>
<tr>
<td>resub -a</td>
<td>fraig_restore</td>
</tr>
<tr>
<td>fx</td>
<td></td>
</tr>
<tr>
<td>resub -a; sweep</td>
<td></td>
</tr>
<tr>
<td>eliminate -1; sweep</td>
<td></td>
</tr>
<tr>
<td>full simplify - m nocomp</td>
<td></td>
</tr>
</tbody>
</table>

Node input can be connected either to the output of a node placed in the previous \( l \) columns or to one of the circuit inputs. The \( l \)-back parameter, in fact, defines the level of connectivity and thus reduces/extends the search space. For example, if \( l = 1 \) only neighboring columns may be connected; if \( n_r = 1 \) and \( n_c = l \), full connectivity is enabled. Feedback is not allowed. Each node is programmed to perform one of \( n_a \)-input functions defined in the set \( \Gamma \) (\( n_f \) denotes |\( \Gamma \)|). As Figure 2 shows, while the size of chromosome is fixed, the size of phenotype is variable (i.e. some nodes are not used). Every individual is encoded using \( n_c \times n_r \times (n_a + 1) + n_o \) integers.

![Fig. 2 Example of a candidate circuit. CGP parameters are as follows: \( l = 3, n_c = 4, n_i = 3, n_o = 2, n_r = 2, \ CI \{ \text{AND \ (0)}, \text{OR \ (1)} \} \). Nodes 5, 7 and 9 are not utilized. Chromosome: 1,2,1,2,0,1,3,3,4,1,6,0,1,6,1,1,7,0,2,8,1,6,10. The last two integers indicate the outputs of circuit. The function of a gate is typed in bold.](image)

3.2.2 Search Algorithm

CGP operates with the population of \( 1 + \lambda \) individuals (typically, \( \lambda = 4 \)). The initial solution (the seed) is constructed by means of mapping of the circuit obtained from conventional synthesis and specified in the BLIF format to the CGP representation. The mapping is straightforward since the CGP representation is in fact a netlist. If the initial circuit consists of \( m \) gates, each of them possessing up to \( \gamma \) inputs, then
CGP will operate with parameters \( n_c = m, n_r = 1, l = n_c, n_a = \gamma \). The circuit is also transformed into the conjunctive normal form in order to create a reference solution for the formal verification (see the method in Section 4 and Figure 5).

The seed together with \( \lambda \) offspring created using a point mutation operator form the initial population which has to be evaluated. Every new population consists of the best individual of the previous population and its \( \lambda \) offspring. In case when two or more individuals have received the same highest fitness score in the previous generation, one of individuals which have not served as a parent in the previous population will be selected as a new parent. This strategy is important because it contributes to ensuring the diversity of population [33].

### 3.2.3 Fitness function

When the objective is to minimize the number of gates the fitness value of a candidate circuit may be defined in CGP as [24]:

\[
\text{fitness} = B + (n_c n_r - z) \tag{1}
\]

where \( B \) is the number of correct output bits obtained as response for all possible assignments to the inputs, \( z \) denotes the number of gates utilized in a particular candidate circuit and \( n_c n_r \) is the total number of gates available. The last term \( n_c n_r - z \) is considered only if the circuit behavior is perfect, i.e. \( B = n_o 2^n_i \).

The fitness calculation carried out by the proposed method differs from equation 1. Instead of evaluating all possible assignments to the inputs, a candidate circuit is verified against a reference circuit as described in Section 4. The result of the verification algorithm is a Boolean value. If the value is negative then the fitness score is the worst-possible value. If the value is positive, the fitness value is just the number of utilized gates (assuming that the goal is to minimize here) which can easily be obtained from the CGP representation of a candidate solution.

### 3.2.4 Acceleration Techniques for Standard CGP

We will also utilize fitness calculation according to equation 1) in order to compare the results with the formal verification-based fitness calculation. However, two modifications are incorporated to the implementation of equation 1 to reduce the computational overhead:

(i) Because the initial population already contains a fully functional solution and the elitism is implicit for CGP, there will be at least one perfectly working solution in each population. Hence we can now consider CGP as a circuit optimizer rather than a tool for discovering new circuit implementations from a randomly generated initial population. The fitness evaluation procedure which probes every assignment to the inputs (i.e., \( 0 \ldots 2^n_i - 1 \) test cases) is time consuming. In order to make the evaluation of a candidate circuit as short as possible, it is only tested whether a candidate circuit is working correctly or incorrectly. In case that a candidate circuit does not produce a correct output value for the \( j \)-th input vector, \( j \in \{0 \ldots 2^n_i - 1\} \), during the evaluation, the remaining \( 2^n_i - j - 1 \) vectors are not evaluated and the circuit gets
the worst possible score (0). Experimental results show that this technique reduces the computational overhead (see Table 3), but it does not significantly contribute to solving the scalability problems. Note that this technique cannot be applied for the randomly initialized CGP because we have to know the fitness score as precisely as possible (i.e. the exact number of bits has to be calculated that can be generated by a particular candidate circuit) in order to obtain a reasonably smooth fitness landscape.

Fig. 3 Parallel simulation of a combinational circuit. The values $y_0$ and $y_1$ are the results of simulation; $r_0$ and $r_1$ are the required outputs

(ii) Parallel simulation is another technique that can be used to accelerate circuit evaluation [32, 37]. The idea of parallel simulation is to utilize bitwise operators operating on multiple bits in a high-level language (such as C) to perform more than one evaluation of a gate in a single step. For example, when a combinational circuit under simulation has three inputs and it is possible to concurrently perform bitwise operations over $2^3 = 8$ bits in a simulator then the circuit can completely be simulated by applying a single 8-bit test vector at each input (see the encoding in Figure 3). In contrast, when it is impossible then eight three-bit test vectors must be applied sequentially. Current processors allow us to operate with 64 bit operands, i.e. it is possible to evaluate a truth table of a six-input circuit by applying a single 64-bit test vector at each input. Therefore, the obtained speedup is 64 against the sequential simulation. In case that the circuit has more than 6 inputs then the speedup is constant, i.e. 64.

4 Formal Verification Approach in the Fitness Function

We propose to replace the fitness calculation approach based on testing of all possible assignments to the inputs by a functional equivalence checking algorithm. In order to specify the problem, a set of Boolean functions $F = \{ f_1, f_2, \ldots, f_n \}$ can be used. Let each function $f_i$ represent Boolean function of the $i$-th output of a candidate circuit. Then the set $F$ can be used to check whether a candidate solution meets the specification or not.
4.1 Functional Equivalence Checking

Determining whether two Boolean functions are functionally equivalent represents a fundamental problem in formal verification. Although the functional equivalence checking is an NP-complete problem, several approaches have been proposed so far to reduce the computational requirement for practical circuit instances.

Most of proposed techniques are based on representing a circuit by means of its canonical representation. Generally, two Boolean functions are equivalent if and only if canonical representations of their output functions are equivalent. The Reduced Ordered Binary Decision Diagrams (ROBDD) represent a widely used canonical representation in formal verification [52]. ROBDD is a directed acyclic graph that can be obtained by applying certain transformations on the ordered binary decision diagram. Determining whether two circuits represent the same Boolean function is equivalent to determining whether two ROBDDS are isomorphic. Some of methods developed to determine whether two ROBDDS are isomorphic are based on graph-based algorithms. Other methods are based on the combination of ROBDDS with the XOR operation (see Fig. 4) and checking whether the resulting ROBDD is a constant node (zero). And-or-invert graphs represent another canonical representation with similar properties. All these graph-based approaches rely on the fact, that the number of nodes in the resulting graph will be relative small, otherwise, the time of the ROBDD construction as well as the time of comparison will be enormous. In practice, these methods are rarely implemented directly without any further circuit preprocessing. The main problems are the need for high memory resources due to a huge number of BDD nodes and significant time requirements. Although many functions in practice can be represented by polynomial number of BDD nodes with respect to the number of inputs, there are functions (e.g. multipliers) that always have the number of nodes exponentially related to the number of inputs [7]. The verification of such functions still represents a challenge.

High consumption of memory resources has motivated researchers to look for alternative methods. Since the satisfiability (SAT) solvers were significantly improved during the last few years, the SAT-based equivalence checking becomes to be a promising alternative to the BDD-based checking. In this case, circuits to be checked are transformed into one Boolean formula which is satisfiable if and only if the circuits are functionally equivalent [13]. In this article we will use the SAT-based equivalence checking because: (i) combinational circuits represented by CGP can be converted to Boolean formula in linear time with respect to the number of CGP nodes, (ii) several optimization techniques specific for the evolutionary design can be applied and (iii) the SAT-based checking becomes to be a preferred method as it outperforms the BDD-based approaches.

SAT solvers assume that the equivalence checking problem is expressed using Boolean formula in conjunctive normal form (CNF). CNF formula \( \varphi \) consists of a conjunction of clauses denoted as \( \omega \). Each clause contains a disjunction of literals. A literal is either variable \( x_i \) or its complement \( \neg x_i \). Each clause can contain up to \( n \) literals providing there exists exactly \( n \) variables.

For our purposes, the most suitable transformation of the circuit to CNF is represented by Tseitin’s algorithm proposed in [46] that works as follows: Let us consider
a combinational circuit $C_A$ with $k$ inputs that is composed of $n$ interconnected logic gates. Without loss of generality, let us restrict the set of all possible gates to the following one-input and two-input gates: NOT, AND, OR, XOR, NAND, and NOR only. Let $y_i = \Omega(x_{i1}, x_{i2})$ denote a gate $i$ of $C_A$ with function $\Omega$, output $y_i$ and two inputs $x_{i1}$ and $x_{i2}$ ($1 \leq i_1, i_2 \leq k + n$). The Tseitin transformation is based on the fact that the CNF representation $\varphi$ captures the valid assignments between the primary inputs and outputs of a given circuit. This can be expressed using a set of valid assignments for every gate. In particular, $\varphi = \varphi_1 \land \varphi_2 \land \cdots \land \varphi_p$ where $\varphi_a(y_i, x_{i1}, x_{i2}) = 1$ if and only if the corresponding predicate $y_i = \Omega(x_{i1}, x_{i2})$ holds true. During the transformation a new auxiliary variable is introduced for every signal of $C_A$. Hence CNF contains exactly $k + n$ variables and the size of the resulting CNF is linear with respect to the size of $C_A$. Table 2 contains the CNF representation for the gates utilized in this article.

### Table 2 CNF representation of some common gates

<table>
<thead>
<tr>
<th>Gate</th>
<th>Corresponding CNF representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y = \text{NOT}(x_1)$</td>
<td>$(\neg y \lor \neg x_1) \land (y \lor x_1)$</td>
</tr>
<tr>
<td>$y = \text{AND}(x_1, x_2)$</td>
<td>$(y \lor x_1 \lor x_2) \land (\neg y \lor \neg x_1 \lor \neg x_2)$</td>
</tr>
<tr>
<td>$y = \text{OR}(x_1, x_2)$</td>
<td>$(y \lor x_1 \lor x_2) \land (\neg y \lor \neg x_1 \lor \neg x_2)$</td>
</tr>
<tr>
<td>$y = \text{XOR}(x_1, x_2)$</td>
<td>$(\neg y \lor \neg x_1 \lor \neg x_2) \land (y \lor x_1 \lor x_2) \land (\neg y \lor x_1 \lor \neg x_2) \land (y \lor \neg x_1 \lor x_2)$</td>
</tr>
<tr>
<td>$y = \text{NAND}(x_1, x_2)$</td>
<td>$(\neg y \lor \neg x_1 \lor \neg x_2) \land (y \lor x_1 \lor x_2) \land (\neg y \lor x_1 \lor \neg x_2) \land (\neg y \lor \neg x_1 \lor x_2)$</td>
</tr>
<tr>
<td>$y = \text{NOR}(x_1, x_2)$</td>
<td>$(\neg y \lor \neg x_1 \lor \neg x_2) \land (y \lor x_1 \lor x_2) \land (\neg y \lor \neg x_1 \lor x_2) \land (\neg y \lor x_1 \lor \neg x_2)$</td>
</tr>
</tbody>
</table>

In order to check whether two circuits are functionally equivalent, the following scheme is usually used. Let $C_A$ and $C_B$ be combinational circuits, both with $k$ inputs denoted as $x_1 \ldots x_k$ and $m$ outputs denoted as $y_1 \ldots y_m$ and $y'_1 \ldots y'_m$ respectively. For SAT based equivalence checking of two circuits, corresponding primary outputs $y_i$ and $y'_i$ are connected using the XOR-gate. This gate is denoted as a miter. The corresponding primary inputs are connected as well. The goal is to obtain one circuit that has only $k$ primary inputs $x_1 \ldots x_k$ and $m$ primary outputs $z_1 \ldots z_m$, $z_i = \text{XOR}(y_i, y'_i)$. In order to disprove the equivalence, it is necessary to identify at least one miter which evaluates to 1 for an input assignment, i.e. it is necessary to find an input assignment for which the corresponding outputs $y_i$ and $y'_i$ provide different values and thus $z_i = 1$. This can be done by checking one miter after another (i.e. a CNF is created and solved for each miter output separately) or by the all outputs approach (all miter outputs are connected using the $m$-input OR gate; thus one CNF is created and solved only). Note that both approaches are used in practice. Figure 4 shows the all output approach adopted in this article.

### 4.2 Proposed Fitness Function

Assume that $C$ is a $k$-input/$m$-output circuit composed of $n$ logic gates and the goal is to reduce the number of gates. The first step involves creating a reference solution by converting $C$ to the corresponding CNF $\varphi_1$ using the approach described above. Let $X = \{x_1, x_2, \ldots, x_k\}$ be a set containing the variables used within $\varphi_1$ and $|X| = \cdots$
Fig. 4 Equivalence checking of two combinational circuits using the all outputs approach

\[ N = k + n. \] The variables corresponding with the primary inputs will be denoted as \( x_1, \ldots, x_k \) and the auxiliary variables generated during the transformation process will be denoted as \( x_{k+1}, \ldots, x_{k+n} \). Let the last \( m \) variables \( x_{N-m+1}, \ldots, x_N \) correspond with the primary outputs of \( C \) (see Fig. 5a).

The fitness calculation consists of the following steps:

1. A new instance of the SAT solver is created and initialized with the reference circuit. This comprises creating of \( N \) new variables and submitting all clauses of \( \varphi_i \) into the SAT solver.

2. A candidate solution is transformed to a list of clauses that are submitted into the SAT solver (see Fig. 5b). The transformation includes reading the CGP representation according to the indexes of the nodes. If a CGP node contributes to the phenotype, it is converted to the corresponding CNF according to Table 2, otherwise it is skipped. In particular, for each node a new variable is created and a list of corresponding CNF clauses is submitted into the SAT solver. The following input mapping is used in order to form a CNF: If an input of the node situated in row \( i_r \) and column \( i_c \) is connected to the primary input \( i \), variable \( x_i \) is used; otherwise variable \( x_{N+i} \) is used where \( i = (i_c - 1) \cdot n_r + i_r \) denotes the index of the corresponding node. Let variables corresponding with the primary outputs of a candidate solution be denoted \( x'_{N'-m+1}, \ldots, x'_{N'} \) where \( N' \) is the number of converted CGP nodes.

Note that although it is possible to include unused gates to CNF without affecting the reasoning, it is preferred to minimize the number of clauses and variables of the resulting CNF since it can decrease the decision time.

3. Miters are created. The XOR gates are applied to each output pair which means that \( m \) new variables denoted as \( y_1, \ldots, y_m \) have to be created and CNFs of XOR gates \( y_i = \text{XOR}(x_{N-i}, x_{N'-i}) \), \( i = 0 \ldots m - 1 \) have to be submitted to the SAT solver (see Fig. 5c).

4. In order to guarantee that the resulting CNF will be satisfiable if and only if at least one miter is evaluated to 1, the outputs of the miters generated in the previous step have to be combined together. The solution is based on combining the outputs by \( m \)-input OR gate \( z = \text{OR}(y_1, \ldots, y_m) \). The corresponding CNF representation has the form of \( (\neg z \lor x_1 \lor \cdots \lor x_k) \land A_{i=1}^{k} (\neg x_i \lor z) \). In order to provide a CNF
instance capable of the equivalence checking, it is necessary to append the clause 
\((z)\) that implies \(z = 1\), thus 
\((-z \lor y_1 \lor \cdots \lor y_k) \land \bigwedge_{i=1}^{k} (-y_i \lor z) \land (z) = (y_1 \lor \cdots \lor y_k). \)

So, in order to finish the CNF, clause \((y_1 \lor \cdots \lor y_k)\) has to be submitted to the SAT solver (see last clause in Fig. 5c).

5. The SAT solver determines whether the submitted set of clauses is satisfiable or not. If the CNF is satisfiable, the fitness function returns 0 (the candidate circuit and the reference circuit are not equivalent); otherwise the number of utilized gates is returned.
4.3 Time of Candidate Circuit Evaluation

In order to compare the time of evaluation for the common fitness function (eq. 1) and the proposed SAT based fitness function, the parity circuit optimization problem has been chosen. The design of a parity circuit consisting of AND, OR and NOT gates only is considered as a standard benchmark problem for genetic programming [28]. The relevant CGP parameters are as follows: \( \lambda = 4 \), \( \Gamma = \{ \text{AND}, \text{OR}, \text{NOT}, \text{Identity} \} \), \( l = N_g \), \( n_c = N_g \) and \( n_r = 1 \) where \( N_g \) is the number of gates of the reference circuit. One gene of the chromosome undergoes the mutation only. The CGP implementation uses the parallel evaluation described in Section 3.2.4. The initial circuit (seed) has been obtained by mapping a parity circuit consisting of XOR gates (parity tree) to the 2-inputs gates using ABC. Table 3 gives the mean evaluation time (out of 100 runs) for three fitness functions – the standard fitness function of CGP (\( t_{cgp} \)), the optimized and accelerated evaluation (\( t_{ocgp} \), see Section 3.2.4) and the SAT-based method (\( t_{sat} \)). Last two columns contain the achieved speedup of proposed approach against the common and accelerated CGP. The experiments were carried out on Intel Core 2 Duo 2.26 GHz processor. For \( n_i \geq 26 \) only extrapolated values are given as running the experiments is not practical. The MiniSAT 2 (version 070721) has been used as a SAT solver [9] because it can be effectively embedded into a custom application.

<table>
<thead>
<tr>
<th>( n_i )</th>
<th>seed [gates]</th>
<th>( t_{cgp} ) [ms]</th>
<th>( t_{ocgp} ) [ms]</th>
<th>( t_{sat} ) [ms]</th>
<th>( t_{cgp} / t_{sat} ) speedup</th>
<th>( t_{ocgp} / t_{sat} ) speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>69</td>
<td>0.13</td>
<td>0.04</td>
<td>0.348</td>
<td>0.3</td>
<td>0.1</td>
</tr>
<tr>
<td>14</td>
<td>87</td>
<td>0.54</td>
<td>0.16</td>
<td>0.438</td>
<td>1.2</td>
<td>0.4</td>
</tr>
<tr>
<td>16</td>
<td>103</td>
<td>2.54</td>
<td>0.27</td>
<td>0.531</td>
<td>4.8</td>
<td>0.5</td>
</tr>
<tr>
<td>18</td>
<td>115</td>
<td>11.45</td>
<td>1.20</td>
<td>0.722</td>
<td>15.9</td>
<td>1.7</td>
</tr>
<tr>
<td>20</td>
<td>125</td>
<td>51.44</td>
<td>5.17</td>
<td>0.776</td>
<td>66.3</td>
<td>6.7</td>
</tr>
<tr>
<td>22</td>
<td>135</td>
<td>220</td>
<td>25.11</td>
<td>0.804</td>
<td>273.6</td>
<td>31.2</td>
</tr>
<tr>
<td>24</td>
<td>145</td>
<td>1328</td>
<td>139</td>
<td>0.905</td>
<td>1471</td>
<td>153.9</td>
</tr>
<tr>
<td>26</td>
<td>171</td>
<td>5962*</td>
<td>626*</td>
<td>1.026</td>
<td>5799</td>
<td>608</td>
</tr>
<tr>
<td>28</td>
<td>181</td>
<td>26748*</td>
<td>2820*</td>
<td>1.195</td>
<td>22383</td>
<td>2359</td>
</tr>
<tr>
<td>30</td>
<td>199</td>
<td>119996*</td>
<td>12703*</td>
<td>1.211</td>
<td>99088</td>
<td>10489</td>
</tr>
<tr>
<td>32</td>
<td>215</td>
<td>538327*</td>
<td>57207*</td>
<td>1.348</td>
<td>399352</td>
<td>42438</td>
</tr>
</tbody>
</table>

Since \( t_{cgp} \) increases exponentially with the increasing number of circuit inputs, the standard CGP approach provides a reasonable evaluation time for parity circuits that contain up to 22 inputs. The optimized evaluation is applicable for up to 24 inputs. In case of the SAT-based approach the evaluation time is almost similar independently of the number of candidate circuit inputs.
4.4 CGP-Specific Performance Improvement Techniques

Although the system can be used directly as it was proposed in the previous section, we have introduced some techniques allowing the SAT solver even to increase the performance.

The speed of the SAT-based equivalence checking depends mainly on the number of paths that have to be traversed in order to prove or disprove the satisfiability. The number of paths increases with the increasing number of outputs to be compared, i.e. more outputs to be compared more time the SAT-solver needs for the decision. In order to simplify the decision problem and increase the performance, CNF reduction based on finding structural similarities were proposed in literature.

In our case we can apply a very elegant and simple solution. Since every fitness evaluation is preceded by a mutation, a list of nodes that are different for the parent and its offspring can be calculated. This list can be used to determine the set of outputs that have to be compared with the reference circuit and only these outputs are included into CNF. This can be achieved by omitting the unnecessary outputs during the miter creation phase.

In order to decrease the number of variables as well as the number of clauses in NOT-intensive circuits, the following approach is proposed. Let \( y_i = \overline{\text{NOT}}(x_i) \), then the NOT gate can be subsumed to CNF of every gate that is connected directly to output \( y_i \). Using literal \( \overline{x_i} \) instead of \( y_i \) and literal \( x_i \) instead of \( \overline{y_i} \) respectively solves the problem.

Note that proposed approach can easily be combined with other methods designed to speedup the SAT-based equivalence checking, e.g. circuit preprocessing, incremental approach or improved CNF transformation [6, 8, 2, 50].

Table 4 The mean time needed to evaluate a candidate solution for plain and optimized SAT-based fitness method

<table>
<thead>
<tr>
<th>circuit</th>
<th>( n_r )</th>
<th>( n_o )</th>
<th>( t_{sat} ) [ms]</th>
<th>( t_{osat} ) [ms]</th>
<th>( t_{sat}/t_{osat} ) speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>apex1</td>
<td>45</td>
<td>45</td>
<td>49.80</td>
<td>15.52</td>
<td>3.21</td>
</tr>
<tr>
<td>apex2</td>
<td>39</td>
<td>3</td>
<td>235</td>
<td>2.52</td>
<td>1.40</td>
</tr>
<tr>
<td>apex3</td>
<td>54</td>
<td>50</td>
<td>34.56</td>
<td>13.93</td>
<td>2.48</td>
</tr>
<tr>
<td>apex5</td>
<td>117</td>
<td>87</td>
<td>784</td>
<td>5.07</td>
<td>3.44</td>
</tr>
</tbody>
</table>

In order to evaluate the impact of proposed improvements, four complex circuits have been selected for experiments from the LGSynth93 benchmark set. This benchmark set includes nontrivial circuits specified in BLIF format that are traditionally used by engineers to evaluate quality of synthesis algorithms. The benchmark circuits were mapped to 2-input gates using SIS. Parameters of selected circuits as well as obtained results are summarized in Table 4. It can be seen that even if the circuits exhibit higher level of complexity in comparison with parity circuits, the average time needed to perform the fitness evaluation remains still reasonable. Note that the same experimental setup mentioned in Section 4.3 has been utilized. Obtained results show that the average time needed to evaluate a candidate solution has been reduced three
times in average by means of applying the proposed steps during the transformation of a candidate solution to corresponding CNF.

5 Results

This section surveys experiments performed to further evaluate the proposed method. In particular, the effect of population sizing, CGP grid sizing, mutation rate and time allowed to evolution are analyzed for benchmark circuits. In all experiments we used the optimized SAT-based fitness function.

5.1 Population Size

Table 5 surveys the best (minimum) and mean number of gates obtained for \( \lambda = 1 \) and \( \lambda = 4 \) out of 100 independent runs. The number of evaluations was limited to 400,000 which corresponds with 100,000 generations for ES(1+4) and 400,000 generations for ES(1+1). The mutation operator modified 1 gene of the chromosome, \( l = n_c \) and \( \Gamma = \{ \text{Identity, AND, OR, NOT, XOR, NAND, NOR} \} \). The best values as well as mean values indicate that ES(1+1) performs better than ES(1+4) which corresponds with our intuitive assumption of very rugged fitness landscape.

Table 5 The best and mean number of gates for different population sizing.

<table>
<thead>
<tr>
<th>circuit</th>
<th>( n_c )</th>
<th>( n_o )</th>
<th>seed [gates]</th>
<th>ES 1+4</th>
<th>ES 1+1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>best mean</td>
<td>best mean</td>
<td></td>
</tr>
<tr>
<td>apex1</td>
<td>45</td>
<td>45</td>
<td>1408</td>
<td>1240 1261</td>
<td>1201 1255</td>
</tr>
<tr>
<td>apex2</td>
<td>39</td>
<td>3</td>
<td>235</td>
<td>138 155</td>
<td>132 146</td>
</tr>
<tr>
<td>apex3</td>
<td>54</td>
<td>50</td>
<td>1407</td>
<td>1336 1350</td>
<td>1331 1347</td>
</tr>
<tr>
<td>apex5</td>
<td>117</td>
<td>87</td>
<td>784</td>
<td>736 746</td>
<td>730 743</td>
</tr>
<tr>
<td>mean</td>
<td>959</td>
<td>863</td>
<td>880</td>
<td>849 873</td>
<td></td>
</tr>
</tbody>
</table>

5.2 Mutation Rate and CGP Grid Size

Table 6 gives the best (minimum) and mean number of gates obtained for different mutation rates (1, 2, 5, 10, 15 genes) and CGP grid setting \( (n_c \times 1 \text{ versus } n_c \times n_r^{(1)}) \). It will be seen below that the number of rows \( n_r^{(1)} \) is variable. The number of evaluations was limited to 400,000 and results were calculated out of 100 independent runs of ES(1+1). Table 6 also includes the mean number of bits that were included to create mitters and the mean time of a candidate circuit evaluation.

The best results were obtained for the lowest mutation rate. The higher mutation rate the higher mean number of gates in the final circuit. While the mean number of mitters grows with increasing of the mutation rate, the mean evaluation time is reduced. This phenomenon can be explained by the fact that higher mutation rate implies more changes that are performed in circuits and thus more mitters have to be
considered. On the other hand, because of many (mostly harmful) changes in a circuit it is easier to disprove the equivalence for SAT solver and so reduce the evaluation time.

The settings $n_c \times 1$ or $n_c \times n_r$ do not have a significant impact on the resulting number of gates on average. Recall that the values of $n_c$ and $n_r$ are given by the circuit topology which is created by the SIS tool. The number of rows ($n_r(i)$) is considered as variable for a given circuit in order to represent the circuit optimally. For example, the 1408 gates of the apex1 benchmark is mapped on the array of 19x189 nodes; however only 1, 5, 7, 14, 17, 26, 43, 57, 84, 117, 139, 51, 27, 40 gates are utilized in columns $i = 1 \ldots 19$. The advantage of using $n_r > 1$ is that delay of the circuit is implicitly controlled to be below a given maximum value.

Table 6 The best (minimum) and mean number of gates, the mean number of miters and the mean evaluation time for different mutation rates (1–20 genes) and CGP grid setting ($n_c \times 1$ versus $n_c \times n_r^{(i)}$)

<table>
<thead>
<tr>
<th></th>
<th>mutated genes ($n_c \times 1$)</th>
<th>mutated genes ($n_c \times n_r^{(i)}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>apex1 - 1408x1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>best</td>
<td>1240</td>
<td>1290</td>
</tr>
<tr>
<td>mean</td>
<td>1269</td>
<td>1313</td>
</tr>
<tr>
<td>mean (miters)</td>
<td>5.8</td>
<td>5</td>
</tr>
<tr>
<td>mean $t_{eau}$ (ms)</td>
<td>15.8</td>
<td>11.2</td>
</tr>
<tr>
<td>apex2 - 235x1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>best</td>
<td>164</td>
<td>159</td>
</tr>
<tr>
<td>mean</td>
<td>170</td>
<td>172</td>
</tr>
<tr>
<td>mean (miters)</td>
<td>1.8</td>
<td>2.1</td>
</tr>
<tr>
<td>mean $t_{eau}$ (ms)</td>
<td>1.7</td>
<td>1.7</td>
</tr>
<tr>
<td>apex3 - 1407x1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>best</td>
<td>134</td>
<td>1358</td>
</tr>
<tr>
<td>mean</td>
<td>1354</td>
<td>1369</td>
</tr>
<tr>
<td>mean (miters)</td>
<td>2.6</td>
<td>3.6</td>
</tr>
<tr>
<td>mean $t_{eau}$ (ms)</td>
<td>10.3</td>
<td>10.1</td>
</tr>
<tr>
<td>apex4 - 34x1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>best</td>
<td>740</td>
<td>741</td>
</tr>
<tr>
<td>mean</td>
<td>748</td>
<td>753</td>
</tr>
<tr>
<td>mean (miters)</td>
<td>4.6</td>
<td>6.4</td>
</tr>
<tr>
<td>mean $t_{eau}$ (ms)</td>
<td>3.3</td>
<td>3.1</td>
</tr>
</tbody>
</table>

5.3 Parity Benchmarks

In Section 4.3 we compared the evaluation time of the standard fitness function and the SAT-based fitness function in the task of parity circuits optimization. Table 7 shows concrete results - the minimum number of gates that were obtained for 12–38 input parity circuits by running the proposed method for 3, 6, 9 and 12 hours on a 2.4 GHz processor. The results are averaged from 100 independent runs of CGP with the following setting: ES(1+1), 1 mutated gene/chromosome, $\Gamma = \{\text{Identity, AND, OR, NOT}\}$,
and CGP array of \( n_c \times 1 \) nodes where \( n_c \) is the number of gates in the seed – the initial circuit created by SIS. Column TG denotes the number of gates of the optimal solution which is known in this case. It can be calculated as \( 4w \) where \( w \) is the number of XOR gates in the optimized parity tree and 4 denotes the number of gates from \( \Gamma \) needed to form a single XOR gate.

We can observe that the proposed method provides an optimal solution for \( n_i \leq 20 \) and almost optimal solution for larger problem instances. Last column shows that the proposed method improves the original solution of SIS by 28–42%.

Table 7 The minimum number of gates that were obtained for parity circuits by running the proposed method for 3, 6, 9 and 12 hours. TG gives the optimum solution.

<table>
<thead>
<tr>
<th>( n_i )</th>
<th>seed [gates]</th>
<th>run-time</th>
<th>TG [gates]</th>
<th>relative improv.</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>69</td>
<td>45 44 44 44</td>
<td>44</td>
<td>36 %</td>
</tr>
<tr>
<td>14</td>
<td>87</td>
<td>54 53 52 52</td>
<td>52</td>
<td>40 %</td>
</tr>
<tr>
<td>16</td>
<td>103</td>
<td>64 61 60 60</td>
<td>60</td>
<td>42 %</td>
</tr>
<tr>
<td>18</td>
<td>115</td>
<td>74 70 69 69</td>
<td>68</td>
<td>40 %</td>
</tr>
<tr>
<td>20</td>
<td>125</td>
<td>82 79 77 76</td>
<td>76</td>
<td>39 %</td>
</tr>
<tr>
<td>22</td>
<td>135</td>
<td>95 91 88 87</td>
<td>84</td>
<td>36 %</td>
</tr>
<tr>
<td>24</td>
<td>145</td>
<td>110 101 98 96</td>
<td>92</td>
<td>34 %</td>
</tr>
<tr>
<td>26</td>
<td>171</td>
<td>134 120 114 111</td>
<td>100</td>
<td>35 %</td>
</tr>
<tr>
<td>28</td>
<td>181</td>
<td>151 132 124 121</td>
<td>108</td>
<td>33 %</td>
</tr>
<tr>
<td>30</td>
<td>199</td>
<td>165 140 132 129</td>
<td>116</td>
<td>35 %</td>
</tr>
<tr>
<td>32</td>
<td>215</td>
<td>186 169 159 143</td>
<td>124</td>
<td>33 %</td>
</tr>
<tr>
<td>34</td>
<td>227</td>
<td>214 187 172 160</td>
<td>132</td>
<td>30 %</td>
</tr>
<tr>
<td>36</td>
<td>237</td>
<td>220 192 168 162</td>
<td>140</td>
<td>32 %</td>
</tr>
<tr>
<td>38</td>
<td>247</td>
<td>235 219 193 177</td>
<td>148</td>
<td>28 %</td>
</tr>
</tbody>
</table>

5.4 LGSynth93 Benchmarks

Table 8 shows the minimum and mean number of gates that were obtained for real-world benchmark circuits of the LGSynth93 suite (we have selected those with more than 20 inputs) by running the proposed method for 3, 6, 9 and 12 hours on a 2.4 GHz processor. The results are averaged from 100 independent runs of CGP with the following setting: ES(1+1), 1 mutated gate/chromosome, \( \Gamma = \{ \text{Identity, AND, OR, NOT, XOR, NAND, NOR} \} \), and CGP array of \( n_c \times 1 \) nodes where \( n_c \) is the number of gates in the seed circuit. The initial circuit was obtained by converting the PLA files of LGSynth93 circuits to the 2-input gates of \( \Gamma \) and optimizing them by SIS. Last column shows that the proposed method improves the original solutions obtained from SIS by 22–58%.

5.5 Seeding the Initial Population

In order to investigate the role of seeding of the initial population we have used two seeds obtained after 1 and 1000 iterations of the SIS script. Figure 6 shows that con-
Table 8 The minimum (even rows) and mean number (odd rows) of gates for LGSynth93 circuits obtained from the proposed method after 3, 6, 9 and 12 hours.

<table>
<thead>
<tr>
<th>circuit</th>
<th>( n_i )</th>
<th>( n_o )</th>
<th>seed [gates]</th>
<th>run-time 3h</th>
<th>run-time 6h</th>
<th>run-time 9h</th>
<th>run-time 12h</th>
<th>relative improv.</th>
</tr>
</thead>
<tbody>
<tr>
<td>apex1</td>
<td>45</td>
<td>45</td>
<td>1408</td>
<td>1179</td>
<td>1083</td>
<td>1026</td>
<td>990</td>
<td>30 %</td>
</tr>
<tr>
<td>apex2</td>
<td>39</td>
<td>3</td>
<td>235</td>
<td>104</td>
<td>101</td>
<td>99</td>
<td>98</td>
<td>58 %</td>
</tr>
<tr>
<td>apex3</td>
<td>54</td>
<td>50</td>
<td>1407</td>
<td>1280</td>
<td>1223</td>
<td>1189</td>
<td>1167</td>
<td>17 %</td>
</tr>
<tr>
<td>apex5</td>
<td>117</td>
<td>87</td>
<td>784</td>
<td>675</td>
<td>649</td>
<td>640</td>
<td>633</td>
<td>19 %</td>
</tr>
<tr>
<td>cordic</td>
<td>23</td>
<td>2</td>
<td>67</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32 %</td>
</tr>
<tr>
<td>cps</td>
<td>24</td>
<td>109</td>
<td>1128</td>
<td>870</td>
<td>788</td>
<td>737</td>
<td>698</td>
<td>38 %</td>
</tr>
<tr>
<td>duke</td>
<td>22</td>
<td>29</td>
<td>430</td>
<td>286</td>
<td>274</td>
<td>270</td>
<td>268</td>
<td>38 %</td>
</tr>
<tr>
<td>eb4</td>
<td>65</td>
<td>192</td>
<td>133</td>
<td>133</td>
<td>130</td>
<td>129</td>
<td>129</td>
<td>33 %</td>
</tr>
<tr>
<td>ex4p</td>
<td>128</td>
<td>500</td>
<td>404</td>
<td>404</td>
<td>399</td>
<td>396</td>
<td>394</td>
<td>21 %</td>
</tr>
<tr>
<td>misex2</td>
<td>25</td>
<td>18</td>
<td>111</td>
<td>76</td>
<td>73</td>
<td>72</td>
<td>70</td>
<td>37 %</td>
</tr>
<tr>
<td>vg2</td>
<td>25</td>
<td>8</td>
<td>95</td>
<td>79</td>
<td>75</td>
<td>74</td>
<td>74</td>
<td>36 %</td>
</tr>
</tbody>
</table>

Convergence curves for two selected benchmark circuits - apex1 (the largest one) and ex4p (the highest number of inputs) - are very similar for those seeds. We can also observe how the progress of evolution is influenced by restarting CGP (every 3 hours; using the best solution out of 100 independent runs) which can be also considered as a new seeding. Figure 6 shows that repeating the synthesis scripts (SIS and ABC are compared) quickly lead to a small reduction of the circuit size; however, no further improvements have been observed in next 1 hour.

6 Discussion

Applying the SAT solver in the fitness function allowed us to significantly reduce the computational requirements of the fitness function for such combinational circuit optimization problems for which a fully functional initial solution exists before the optimization is started. In this category of problems, we were able to optimize much larger circuit instances than standard CGP. Furthermore, we reduced the number of gates in solutions that can be delivered by conventional synthesis methods. However, proposed method requires significantly more computational time in comparison to conventional synthesis tools.

Although the results for LGSynth93 benchmarks are very encouraging, the SAT-based combinational equivalence checking can definitely perform unsatisfactory for some problem instances, for example for multipliers where the number of paths traversed by the SAT solver grows enormously with the increasing number of inputs.
Fig. 6 Convergence curves for the apex1 and ex4p benchmarks. The mean, minimum and maximum number of gates from 100 independent runs of CGP when seeded using the result of the 1st iteration and the best result out of 1000 iterations of the SIS tool. ABC and SIS were repeated until stable results observed.
In order to improve performance of the SAT solver in this particular case, various techniques have been proposed to reduce the equivalence checking time [1, 2]. The proposed method is assumed to be able to handle large-scale multipliers optimization if more advanced version of SAT solver is utilized. Other techniques exist that can be employed to improve the proposed fitness function, e.g., CNF preprocessing, BDD-based checking, hierarchical equivalence checking etc. [25].

7 Conclusions

We demonstrated that some applications of evolvable hardware could benefit from formal verification techniques. The main advantage of our method is that the time of evaluation can significantly be reduced in comparison to the standard fitness function in cases when a fully functional solution exists before optimization is started. Consequently, we demonstrated that the circuit post-synthesis optimization conducted by CGP is applicable on complex digital circuits. CGP reduced the number of gates for the LGSynth93 benchmark circuits by 37.8% on average with respect to the SIS tool. Future research will be oriented towards improving the formal verification module by using more sophisticated verification algorithms and applying the proposed method in various domains, including software evolution, developmental CGP and numerous real-world evolvable hardware problems.
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